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Contribution of System Tools to Dynamic 
Decision-Making
Rajat Dhawan, Marcus O’Connor & Mark Borman
School of Business, The University of Sydney, AUS

Systems tools (both for conceptual and computer modelling) are widely 
used for the study and managing complex systems. However, the effect of 
these techniques on a person’s dynamic decision-making abilities is yet not 
fully known. To explore this relationship, a controlled experimental study 
was conducted on graduate students. Results show that most participants 
initially had poor understanding of basic dynamic situations. However, 
the completeness and accuracy of their mental models improved consider-
ably with system interventions. Specifically participants’ ability to discern 
between stocks and flows, identify causal relationships and feedback im-
proved by around 27% after a conceptual systems tools intervention. These 
abilities further increased by around 4% after participants underwent a 
computer modelling intervention. This study is significant to the field as 
it will contribute to the long-standing debate on the links between system 
tools and dynamic decision-making, particularly the relative contribution 
of conceptual tools and computer modelling tools.

Introduction

Systems tools (both for conceptual and computer modelling) are widely used 
for the study and managing complex systems. Their focus is to study the rela-
tionships between components in the system, especially feedback loops and 

the patterns of behaviour generated by them. 
 Though both these system methodologies are widely accepted as aids for 
making decisions in complex systems, surprisingly the relationship between these 
and dynamic decision-making is yet to be fully explored (Cavaleri and Sterman 
(1997), Huz et. al. (1996) and Doyle (1997)). There have been some studies con-
ducted in the past to explore participants’ understanding of dynamic tasks like those 
by Sweeny and Sterman (2000) and Kainz and Ossimitz (2002). 
 This study seeks to explore the relationship between decision making in 
dynamic tasks and systems methodologies in a pre-test/post-test design. The aim 
of this experiment is to test participants’ ability to make decisions in dynamic situ-
ations i) using conceptual system modelling tools alone ii) using a combination of 
conceptual and computer modelling tools. Conceptual systems tools evaluated in 
this study include causal-loop diagrams, feedback loops, system archetypes and be-
haviour over time graphs. These tools collectively also comprise of qualitative sys-
tems thinking. Computer modelling tools considered in this study involved compu-
ter modelling using the concepts of stocks and flows and feedback. These concepts 
collective comprise of quantitative systems thinking (sometimes also referred to as 
system dynamics). For the remaining part of the paper conceptual systems model-
ling tools are referred to as systems thinking and computer modelling tools are re-
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ferred to as system dynamics.
 With this aim the following research questions were examined: 

Is the understanding of a complex system is enhanced when participants use 
systems thinking as a decision aid as compared to their understanding before 
being taught about systems thinking.

The understanding of a complex system is enhanced when participants use a 
combination of systems thinking and system dynamics as a decision aid as com-
pared to their performance using only systems thinking and controls.

 The paper consists of five sections including this introduction. The second 
section discusses the method that was followed to conduct the experiment. The 
subsequent section is devoted to results and discussion. The paper concludes with 
the major finding of this research, its limitations and avenues for further research.

Method
Subjects

Thirty-one graduate students enrolled in the School of Business at the Uni-
versity of Sydney, participated in the study. All students were either in their 
penultimate or final semester at the University and some had prior work ex-

perience. Students had to undergo the study in order to fulfil course requirements 
and were graded. Five out of the thirty-one students failed to satisfy the criteria of 
the experiment as they missed either one of the lectures or one of the tests. These 
were excluded from the data set.

Design
The experiment is structured around a scenario of a firm that provides consulting 
and IT services. The scenario describes in sufficient detail the operations of the firm. 
It then describes a problem of periodic oscillations in revenue over time, the meas-
ures taken by the top management and other parties involved, as well as the response 
of the employees towards those corrective policies. The task for the participants was 
to analyse the situation and assess the causes of the periodic oscillations.
 All participants were administered three tests (one pre-test and two post-
tests termed post-test 1 and post-test 2). Students were given the case study a 
week prior to the pre-test and had ample time to read and re-read the scenario. In 
the following week they were administered the pre-test. In between pre-test and 
post-test1, the participants were taught systems thinking. Participants were taught 
system dynamics modelling between post-test1 and post-test2. All teaching was 
done in a lecture/tutorial format and participants were required to complete tasks 
as homework.
 The tests on all three occasions were similar. However, the questions were 
not provided to the participants after the any test, nor were the students aware that 
similar questions would be repeated in subsequent tests. Many questions were re-
phrased and the data and context was changed for quantitative questions. Keeping 
in mind that there is a possibility of learning of questions from one test to the other, 
future experiments have been designed to address this issue.

1.

2.
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Procedure
The experiment was spread over 5 weeks and took place either in a lecture hall or 
a computer lab. All tests were individual and participants were seated at sufficient 
distance from each other. 
The detailed schedule of the experiment is given below:
Week 1: Participants were provided with the case study at the end of the lecture. 
They were asked to read the case during the week and they were also told that they 
would be quizzed on the scenario in the next week’s lecture. 

Week 2: All participants underwent the pre-test in the first hour. After the test, stu-
dents underwent a short course on systems thinking. 

Week 3: The systems thinking lecture continued from the previous week and con-
cepts were revised. After a short break, all participants underwent the post-test1. 
For the remaining period they were introduced to the concept of system dynamics 
modelling. Participants were asked to familiarize themselves with popular system 
dynamics software (Powersim) during the week.

Week 4: The lecture on system dynamics modelling was continued from the previ-
ous week. All participants devoted significant time to model in Powersim, analyze 
the outputs and conduct sensitivity tests. At the end of the session, participants 
were given questions to practice at home.

Week 5: The first two hours was a revision class where all the concepts from week 2 
to 4 were reinforced. During the last hour, participants were administered the post 
test 2. 

 The total time spent by students on systems thinking and system dynam-
ics was 10 hours each. This included time spent in the class as well as time taken to 
complete related tasks at home. The lectures, related handouts and exercises were 
drawn from standard systems thinking/system dynamics texts and covered major-
ity of the concepts of these two methodologies. 

Data analysis
The data collected from participants was both qualitative and quantitative. The 
method of their analysis is described below.

Quantitative analysis
Quantitative data included participants’ response to questions relating to discern-
ing between stocks and flows, calculating the values of certain variables (based on 
the data provided) and measuring the change in confidence after and before the in-
tervention. Part of this analysis (discerning between stocks and flows) was based on 
the framework utilized by Kainz and Ossimitz (2002). 

Qualitative analysis
Most of the data collected from participants was in the form of narratives. Analysing 
these narratives to measure change in participants’ mental models required a coding 
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criteria. The criteria utilized in this study are based on two previous studies (Doyle 
et.al. (1998) and Maani and Maharaj (2004)). An expert model of the problem was 
constructed before hand. Each answer of the participant was then matched to this 
model and the percentage of correctness was calculated by identifying correct causal 
relationships. This helped in measuring the completeness of the participants’ men-
tal model pre and post intervention. Additionally the completeness of the mental 
models was also measured by measuring the type and number of relationships iden-
tified by participants. 

Results and discussion

This study attempted to explore the links between two system interventions 
(systems thinking and system dynamics) and dynamic decision making. Fig-
ure 1 below presents the results of this study. The graph displays the per-

formance of participants in three tests – pre-test, ST test and SD test. It provides the 
percentage of participants who got correct answers in each of the four questions.
 During the course of analysis of the results, various things came up. As found 
by previous studies (Sweeny and Sterman (2000), Kainz and Ossimitz (2002)) the 
dynamic decision-making abilities of participants were surprisingly low. The au-
thors were surprised to see such poor results from graduate students, all of whom 
had a mathematical background. Our results were very similar to those conducted 
by Kainz and Ossimitz (2002). However, results improved to a great extent by a 
short course on systems thinking and explanation of stocks and flows. Results fur-
ther improved (though not as much as before) once participants were given further 
exposure to stock and flow modelling in the SD lectures.
 The results of the question “what in your view is causing the periodic oscil-
lations in revenue?” were then analysed. Without any systems intervention, more 
than 50% of the participants could only identify one-to-one relationships. Most of 
these were quite clearly mentioned in the case study. Furthermore participants were 
provided a week’s time to read the scenario. Participant responses were mostly su-
perficial and lacked any in-depth analysis of the relationship between key variables. 
Few recognised the “big picture” by identifying the relationship between the deci-
sion, its short-term effect and the long-term unintended consequences. However, 
post-intervention most participants improved in their ability to recognize the key 
relationship. They could trace relationships as well. Many did an in-depth analysis 
of the problem and some even attempted to compare the situation correctly with 
well-known system archetypes. One participant wrote “from the short-period, 
more project in hand, more new employees hired, and relieve the work pressure, 
make revenue increase. However, from long-period, this lead to increase in quit-
rate, experienced employee decreased, that makes the project fail, this make the rev-
enue fall down. This is a repeatable situation”. This participant not only identified 
most relationships, but traces variables with their effects on each other, identifies 
the short-term versus long-term effects and also that this is a cyclic process. Anoth-
er participant wrote “since employee pressure increase, company will try to increase 
hiring rate to decrease employee pressure, but there is delay in their process, and 
other unintended consequences happen faster than this delay, so employee pressure 
is accumulated, which cause performance to slow down = revenue slow down”. The 
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intervention, made a significant impact on the ability of participants to think caus-
ally, focus on the delays of the system and analyse the situation by tracing causal 
links. Many students were able to identify the feedback loop that was the cause of 
the oscillations.
 The third question “advise a long-term solution to the problem” required 
participants to utilize the knowledge that they had gained from their analysis of the 
problem and suggest measures that would help in alleviating the problem. Without 
any intervention, most (58%) participants focussed their suggestions on ‘planning’ 
for the project before hand. After undergoing the systems thinking intervention, 
unlike previous questions, response hardly improved. Participants who thought 
that reducing the delay would be helpful, increased by 19%. However there was no 
change whatsoever in the number of participants who suggested retrenchment to 
reduce. Surprisingly there was a reduction in the number of participants who in-
dicated that recruitment be increased (by 4%) and that there was a need for plan-
ning of the project (by 12%). After participants underwent a system dynamics mod-
elling session, most could model the scenario in Powersim. The suggestions that 
they provided subsequently told a different story. A large number of participants 
suggested that a long term solution was that recruitment should increase. 8% more 
participants thought that reducing the hiring delay was one of the strategies to al-
leviate the problem and 15% more thought that impeding retrenchment was a good 
strategy. 7.7% more participants thought that improved planning was required. The 
improved perception of the underlying cause of the systemic problem might be ex-
pected since participants interacted much more with a formal model and simulated 
it.  This indicates that although systems thinking alone does help in understanding 
the relationship between key variables and delays and in discerning between stocks 
and flows, it is not very useful in situations where the scenario is very complex. In 
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this case, computer modelling, simulation and sensitivity tests give a much deeper 
insight into the existing problem. 

Conclusion

This study was conducted to explore the links between system interventions 
and dynamic decision making. The findings suggest that both systems think-
ing and system dynamics are useful methodologies in understanding com-

plex systems. Specifically, participants’ ability to take decisions about simple tasks 
such as discerning between stocks and flows, and identifying causal relationships 
and feedback improved by around 27% after a systems thinking intervention was 
introduced. These abilities further increased by around 4% after participants under-
went a system dynamics modelling intervention. Interestingly, in a more complex 
task that involved numerical data to be processed, required an in-depth analysis and 
subsequently involved suggesting a solution to alleviate a systemic problem, sys-
tems thinking hardly had any positive effect on the participant’s decision-making. 
However, for the same situation, participants’ mental models improved significant-
ly after system dynamics modelling intervention. The results of this study confirm 
the results of some of the previous studies done in this area (Sweeny and Sterman 
(2000), Kainz and Ossimitz (2002), Gary and Wood (2005)) and give a deeper in-
sight on the impact of system interventions on dynamic decision-making. 
 This study has its own limitations. Given that the study was conducted in 
a University setting and not with real-world practitioners, these results cannot be 
generalized to a great extent. Also, both systems thinking and system dynamics pro-
vided to the participants were short in duration due to the structure of the course. 
The authors are involved in further experiments to explore these relationships in a 
more rigorous experimental setting. 
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