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TOWARDS A NEW FRAMEWORK FOR EVALUATING SYSTEMIC AND 
PARTICIPATIVE METHODS 

ABSTRACT  

Systems practitioners often make significant claims for the value of their methodologies 
and methods. However, when evidence is presented to support these claims, it is usually 
based solely on the practitioner’s own reflections on single case studies. Less often, 
practitioners set up post-intervention debriefings with project participants using 
questionnaires. While the latter is an improvement on researcher reflections alone, there 
have been few attempts at systematically evaluating across methods and across case 
studies undertaken by different practitioners. This is understandable because, in any 
given local intervention, contextual factors, the skills of the practitioner and the purposes 
being pursued by stakeholders are inevitably going to affect the perceived success or 
failure of a method. The use of standard metrics and even qualitative criteria for 
comparison can therefore be made problematic by the need to consider what is unique in 
each intervention. So is it possible to develop a single evaluation approach that can 
support both locally meaningful evaluations and longer-term comparisons between 
methods? This paper offers a framework for the evaluation of methods that seeks to do 
just this. Research on the framework and associated tools is in its infancy, but pilot 
studies suggest that it is promising. Comparing across methods will ultimately require the 
development of a longer-term international research program, and the paper serves as a 
first call for participants in this.  

Keywords: evaluation of methods, methodology, participative methods, systems methods.  

EVIDENCE FOR THE VALUE OF SYSTEMIC AND PARTICIPATIVE 
METHODS  

The literature contains many methodologies and methods to support systemic and 
participative change. When claims are made for their success or failure in practice, the 
authors making those claims are usually required to justify them. Various reviews of the 
literature on the evaluation of systemic and participative methods suggest that most of the 
justifications provided by practitioners are based on personal reflections alone (Entwistle 
et al, 1999; Connell, 2001; Rowe and Frewer, 2004; Sieber, 2006; White, 2006). Clearly 
many practitioners are highly experienced, so their reflections should not be dismissed 
out of hand. Nevertheless, unless they think broadly and from different perspectives 
about the criteria they use to evaluate their interventions, they may miss evidence that 
does not fit their current thinking about what is important (Romm, 1996). We therefore 
suggest that there is a need for caution in accepting practitioner reflections alone as 
reliable evidence of success or failure. 

Most practitioners undertaking evaluations beyond personal reflections tend to conduct 
post-intervention debriefings or interviews with project participants. These evaluations 
are often based on explicit criteria reflecting the practitioner’s experience, a given theory, 
a literature review and/or stakeholder expectations generated through a consultative 
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exercise (Beierle and Konisky, 2000; Rowe and Frewer, 2004). In some cases, formal 
evaluation instruments have been developed and applied (e.g, Duram and Brown, 1998; 
Rowe et al, 2004; Berry et al, 2006). Also a number of practitioners advocate 
triangulating across two or more evaluation methods such as structured, semi-structured 
and unstructured interviews; focus groups; participant observations; surveys; literature 
reviews; and document analyses (Duram and Brown, 1998; Buysse et al, 1999; Charnley 
and Engelbert, 2005; Rowe et al, 2005; Cole, 2006; McGurk et al, 2006).  

What is clear from the literature, however, is that only a very small minority of studies 
seek to compare between methods or across case studies undertaken by different 
practitioners (Halvorsen, 2001; Rowe and Frewer, 2004). A notable exception is Beierle 
and Cayford (2002) who quantitatively compared broad classes of method using a 
standard set of variables applied to 239 case studies of public participation and concluded 
that more intensive processes (such as mediation workshops) are better than less 
intensive processes (such as public meetings) at achieving a wide range of outcomes. We 
suggest that systemic problem structuring workshops are relatively intensive compared 
with several of the processes investigated by Beierle and Cayford (2002), so this gives us 
grounds to be cautiously optimistic about the value of systemic and participative practice. 
However, we cannot take this study as strong evidence because they did not specifically 
identify systemic problem structuring workshops as a category for comparison with other 
approaches.  

The overall picture is therefore of many claims for the benefits of a diverse array of 
systemic and participative methods, with varying degrees of evidence provided by 
practitioners to support these. Only a few studies have compared across methods, and 
even these have only been able to contrast broad classes of approach.  

The key question is: what kind of evaluation is both necessary and possible? We have 
already argued that practitioner reflections alone can be problematic, but are there 
methodological or practical reasons to prefer either locally focused evaluations (possibly 
with some learning across case studies, when this is feasible) or large-scale, quantitative 
comparisons between methods?   

Different Evaluation Approaches  

Rowe and Frewer (2004) classify approaches to the evaluation of methods into three 
types. First there are ‘universal’ evaluations: i.e., ones claiming to produce knowledge 
that is applicable across all types of method and intervention. According to Rowe and 
Frewer, to achieve universality, large-scale quantitative studies are needed. Nevertheless, 
to make comparisons possible, only variables of general relevance across all methods and 
interventions can reasonably be assessed. Next there are local evaluations: comparing 
between a subgroup of methods or intervention types. These require smaller scale studies 
and can incorporate more detailed questioning, as the variables to be examined may be 
relevant only to the subgroup of methods under study rather than to all possible methods. 
Some researchers working on local evaluations advocate a quasi-experimental approach, 
either testing methods in the laboratory or in controlled field conditions. Rowe and 
Frewer (2004) call the third and final type of evaluation, which the majority of 
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practitioners use, specific. This means focusing on only one method or intervention. The 
advantage of this is that the evaluation can be made locally relevant, drawing (for 
example) on information about the unique expectations of stakeholders to establish 
evaluation criteria. Rowe and Frewer argue that, while it is difficult (for practical 
reasons) to conduct truly universal evaluations, practitioners and researchers should aim 
to achieve as much generality as possible, and should certainly do more than undertake 
evaluations with only a specific remit because generalisations that are made from the 
latter are scientifically unfounded. 

However, for both epistemological and methodological reasons, we do not accept that it 
is possible to generate universally applicable knowledge about methods. Our 
epistemological argument is that knowledge (or understanding) is always linked to the 
purposes and values of those producing or using it, and is dependent on the boundary 
judgements they make (Churchman, 1970; Ulrich, 1983; Alrøe, 2000; Midgley, 2000). To 
claim that knowledge about systemic and participative methods (or any other 
phenomenon for that matter) is universal is to ignore the purposes, values and boundary 
judgements that make the knowledge relevant and adequate for a particular context.  

We also have two methodological arguments following from our epistemological one. 
First, claiming universality for knowledge about systemic and participative methods 
would suggest that this knowledge will remain stable over time. However, it is clear from 
the literature (e.g., Shaw et al, 2006; Franco et al, 2007) that new systemic and 
participative methods are being produced on a regular basis, indicating that people are 
learning from previous practice and are also having to respond to an ever increasing 
number of unique practical situations. Given that this is a dynamic research environment, 
it would seem risky to assume that a standard set of variables will always be relevant. 
Undertaking a series of more limited comparisons between particular methods might be 
methodologically wiser than trying to set up a ‘universal’ study.  

Our second methodological argument is that only seeking knowledge about the 
supposedly generic strengths and weaknesses of methods ignores legitimate questions 
that can be asked about the effectiveness of those methods in particular local 
circumstances. Given that systems practitioners work most of the time in particular 
contexts with unique features, it would only meet a small fraction of the need for 
evaluation if we were to ignore non-generic questions, and this would be unacceptable to 
local stakeholders wanting to know what will best meet their particular needs. 

There can also be problems on occasion with what Rowe and Frewer (2004) call ‘local’ 
evaluations: comparing more limited sets of methods in smaller scale research projects. 
Some have called for ‘objective’ local studies rather than the simple reporting of 
subjective impressions (Rowe and Frewer, 2004; Rowe et al, 2005). However, when the 
pursuit of objectivity involves a retreat into the laboratory to conduct controlled 
experiments, then the validity of the comparison of methods has to be questioned due to 
the artificiality of the situation (Eden, 1995; Shaw, 2003; White, 2006). If quasi-
experiments are established in the field, then this raises other problems: McAllister 
(1999) argues that it is unethical to use a control when dealing with real community 
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issues, and Duignan and Casswell (1989) simply point to the impracticality of finding 
two situations that are sufficiently alike to make a comparative study robust.  

In making criticisms of attempts to take a controlled or quasi-experimental approach, 
some authors have advanced alternatives. Kelly and Van Vlaenderen (1995), Jenkins and 
Bennett (1999) and Allsop and Taket (2003) adopt an action research or ‘emergent’ 
methodology: i.e., one where criteria for evaluation emerge through engagement with 
stakeholders. Eden (1995) makes the important point that most interventions are 
complex, and practitioners can rarely anticipate everything that will become important, so 
the evaluation approach needs to be able to respond to the unexpected.  

However, does this mean that evaluations cannot legitimately generalise from single, 
specific case studies to other contexts that may be similar in at least some respects? It is 
certainly true that the ‘success’ or ‘failure’ of a method in any particular case results from 
use of the method-in-context and cannot be attributed to the method alone (Checkland 
and Scholes, 1990; Buysse et al, 1999; McAllister, 1999; Murphy-Berman et al, 2000; 
Morgan, 2001; Margerum, 2002; Rowe and Frewer, 2000, 2004; Branch and Bradbury, 
2006; McGurk et al, 2006; White, 2006; Warburton et al, 2007). Nevertheless, several 
action researchers claim that cross case study learning is possible, with practitioners 
reflecting on similarities and differences between cases (e.g., McAllister, 1999; Yearley, 
2006; White, 2006). Checkland (1981) argues that evaluating a systems methodology 
depends on the long term accumulation of evidence from a diverse range of applications, 
giving progressively more confidence that the approach is useful across contexts. 

A Pragmatic Step Sideways 

It would appear from the literature that most practitioners accept the above logic and are 
more inclined to undertake specific, locally meaningful evaluations (and possibly learn 
across these) than attempt comparisons between methods using generic, quantitative 
measures (Mingers and Rosenhead, 2004; White, 2006). However, we have to ask 
whether this means that all forms of quantitative comparison are redundant. White (2006) 
argues that the debate has become unhelpfully polarised, with many advocates on both 
sides taking ‘purist’ positions and spurning methods that could enhance their own 
evaluation practices. He therefore proposes a more pragmatic line: identifying important 
research questions and asking what evaluation methods might answer these most 
effectively. We agree that this is a useful step sideways from the either/or debate, but we 
nevertheless suggest that identifying effective evaluation methods to address particular 
research questions involves considering the practicalities of undertaking evaluations as 
well as the norms of what constitutes a valid or legitimate methodology. A difficult 
balance has to be struck between rigour and relevance (Shaw, 1999) because if the former 
is unquestioningly prioritised then there is good evidence that stakeholders will not co-
operate (Rowe et al, 2005). Importantly, this balance has to be struck regardless of 
whether an emergent action research approach is being followed or whether a more 
traditional scientific study comparing methods is being undertaken. 

In sympathy with White’s (2006) pragmatic intent, we set out to propose an evaluation 
approach that supports locally meaningful evaluations and is capable of generating data 
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for longer-term quantitative comparisons between methods without compromising local 
relevance. The overall framework is based in the tradition of systemic action research, 
but instruments can be employed as part of the emergent evaluation of methods that 
enable data gathering for both immediate local and longer-term comparative use. Below, 
we outline the rationale for our framework. We then discuss early work in developing 
and testing a questionnaire that can be used in the context of it. We end with a call for 
international participation in a long-term research program to improve both one-off local 
evaluations and compare between methods using a set of generic criteria.  

A NEW EVALUATION FRAMEWORK  
Our evaluation framework is represented in Figure 1. An evaluation using it is primarily 
focused on the use of a particular method (or set of methods) in a context for particular 
purposes. The words in italics in the previous sentence represent what we regard as three 
necessary aspects to evaluative inquiry, and they need to be interrelated in the context of 
a specific reflection on the use of a method. Exploration of these aspects may proceed in 
any direction around the circle in Figure 1, and may loop back and forth according to the 
needs of those involved in the evaluation.  

CONTEXT

METHODS

PURPOSES

Key information about context: e.g., boundaries, 
values, participants, perspectives, relationships, 
physical systems, institutional/organisational 
drivers and barriers.

Researcher Identity 
Issues
Information about 
how the researchers 
are seen by others 
and themselves, 
and why.

Key purposes being pursued by decision-
makers and stakeholders (including hidden 
agendas where suspected).

Researcher 
Purposes
Key purposes pursued 
by the researchers, 
which may or may not 
be the same as for 
other stake-
holders.

Key information about participants’ experiences 
of methods: process data and, where possible, 
outcome data too. 

Researcher Skills and 
Methodological Preferences
Information about 
how the researchers 
have approached 
implementing the 
method and 
why.

 

Figure 1. Framework for the Evaluation of Methods 

Other authors have proposed similar, but not identical, frameworks. Buysse et al (1999) 
and McAllister (1999) advocate the exploration of both purposes and context, but tend to 
take as given the nature of the method to be evaluated. Flood (1995) asks practitioners to 
reflect on the adequacy of their contextual analyses, their choices of methods and their 
intervention outcomes. Similarly, McGurk et al (2006) look at methods in light of the 
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context and their outcomes. Here, however, the purposes being pursued become implicit: 
whether or not these differ from the outcomes is not necessarily at issue. As far as we are 
aware, the only authors to have proposed the same three interrelated aspects as us 
(context, purposes and methods) are Warburton et al (2007), although they do not 
consider the implications of the practitioner’s role in the situation. This is an important 
issue for us (and is represented in Figure 1 by the text in the bottom right corners of the 
three circles) because our experience is that the practitioner becomes an interactive part 
of the situation in which s/he is seeking to intervene using systemic and/or participative 
methods (Checkland, 1981), and his/her identity and relationships can significantly effect 
the trajectory of an intervention (Mingers, 1997; Midgley et al, 2007). 

In our approach, when looking at a single case study, there is no pretence that it is 
possible to evaluate a method independently from the purposes it is put to and the context 
in which it is applied. Nevertheless, we can still inquire about the relationships between 
the method, purposes and context. Inquiry focused on an intervention can look at how 
satisfactorily the method addressed given purposes, and what aspects of the context 
enabled or constrained its application. Some features of the context-purposes-method 
relationship may be apparent early on in an intervention, while others may only emerge 
as the inquiry unfolds. Hence the utility of an action research approach for the evaluation 
of methods, which remains open to the emergence of new understandings as inquiry 
deepens (e.g., Kelly and Van Vlaenderen, 1995; Jenkins and Bennett, 1999; Allsop and 
Taket, 2003).  

Below, we examine the three aspects of evaluation (context, purposes and methods) in 
turn, explaining why each of these is important to developing a rounded understanding of 
how a method has operated in a particular case study of practice. 

Context 

More has been written about context than the other two aspects of evaluation, arguably 
because it is crucial to good practice to realise that the same method utilised by the same 
practitioner can succeed or fail depending on the complexities and dynamics of the 
situation (e.g., Checkland and Scholes, 1990; Buysse et al, 1999; McAllister, 1999; 
Murphy-Berman et al, 2000; Rowe and Frewer, 2000, 2004; Morgan, 2001; McGurk et 
al, 2006; White, 2006; Warburton et al, 2007). 

Relevant aspects of context identified by Jackson and Keys (1984) are the complexity of 
the issue being addressed using a systems approach and the relationships between the 
participants. In contrast, Margerum (2002) identifies potential contextual inhibitors of 
effective participation: a low level of commitment by key decision makers; parochialism 
(which can negatively affect inclusiveness); participants having inadequate skills and 
abilities; operational issues preventing the implementation of ideas; a lack of strategic 
thinking beyond the exercise at hand; poor leadership; and scarcity of resources. Ong 
(2000) discusses the facilitative effects of strong social capital, and Alberts (2007) 
documents the negative effects of participant inexperience and ignorance of technical 
issues. Branch and Bradbury (2006) claim that a key aspect of context is ‘managerial’ 
attitude: especially the disclosure (or not) of relevant information; whether managers set 
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agendas unilaterally or are open to power sharing; whether or not there is mutual respect 
in relationships; whether there is accountability to stakeholders; and whether or not 
people believe that a transparent decision making process will be used following 
stakeholder participation. Kelly and Van Vlaenderen (1995) concentrate on stakeholder 
interactions, looking at how patterns of mistrust and miscommunication can become 
established and affect the use of participative methods. Related to this is the identity of 
the practitioner: Midgley et al (2007) discuss how identity issues can make a significant 
difference to the quality of relationships, and hence the success or failure of a method 
(this is represented in Figure 1 by the bottom right hand corner of the ‘context’ circle).  

No doubt the list of possible aspects of context could be extended indefinitely, and 
different issues will be relevant in different situations, so it is arguably more useful to 
give some methodological guidelines for exploring context in local situations than it is to 
provide a generic inventory of variables. We suggest that the following guidelines, 
derived from reflections on different systems paradigms (as represented by Jackson, 
1991, and others), can all contribute in different ways to boundary critique (the 
exploration of different possible boundaries, or frames, for a contextual analysis): 

• Underpinning different boundary judgements may be quite different perspectives on 
the nature of the context (Churchman, 1970). Therefore, exploring diverse 
perspectives (e.g., as advocated by Checkland, 1981) may lead to the identification of 
alternative possible ways of bounding a contextual analysis (Ulrich, 1983).  

• Establishing a boundary for analysis involves making a value judgement on what 
issues and stakeholders are important or peripheral (Ulrich, 1983). Therefore, 
undertaking an exploration of different stakeholders’ values and priorities can be 
helpful. It is also useful to identify conflicts between people making different value 
judgements as well as processes of marginalisation that may constrain stakeholder 
participation or make the discussion of some phenomena taboo (e.g., Midgley, 2000).  

• Identifying the presence of influential institutional or organisational systems may be 
important. Any such system can have its own agenda, rationality and momentum that 
may come to dominate an intervention (Douglas, 1986; Luhmann, 1986), yet 
organisational systems still have to interact with others, and tensions can result. Thus, 
an institutional analysis can be a useful aspect of boundary critique. 

• There may be socio-economic and ecological systems providing resources that can be 
used constructively by participants, or these systems may impose limits on what is 
achievable without incurring negative side-effects (Clayton and Radcliffe, 1996). 
Economic issues may point to concerns about social justice, which (if present) could 
influence people’s perceptions of the effects of systemic and participative methods: 
i.e., the use of a particular method may be seen as supportive of just or unjust social 
relationships (Jackson, 1991), so it can be useful to look at the effects of socio-
economic systems as part of boundary critique. Taking explicit account of ecological 
systems can also enhance boundary critique by challenging a Western cultural 
tendency to uncritically resort to boundaries defining exclusively human systems, 
thereby marginalising the ecological (Midgley, 1994). 
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• Within and across ecological, economic, social and organisational systems, there may 
be important causal pathways, and in particular feedback loops, that can point to 
systemic enablers of, or constraints on, an intervention (e.g., Forrester, 1969). 
Bateson (1970) argues that it is important not to ‘cut’ relevant feedback loops, and 
again this is a good principle to inform boundary critique: when we see 
interconnections stretching beyond people’s usual understandings of context we can 
ask whether it is important to widen the boundaries of analysis to account for these.  

Essentially then, a useful approach to exploring context may involve looking at different 
possible boundaries for analysis, concentrating in particular on different stakeholder 
perspectives; value judgements around the inclusion or exclusion of issues and 
stakeholders; processes of conflict and marginalisation; ecological, economic, social and 
institutional/organisational systems that may act as enablers or constraints; and causal 
relationships and feedback processes within and across those systems.  

Purposes 

The second aspect of our evaluation framework is concerned with exploring 
stakeholders’ purposes in engaging with an intervention. Purposes are closely linked with 
values and motivations (McAllister, 1999), and they are important to an evaluation 
because particular methods are likely to appear more or less useful depending on the 
purposes being pursued. Different methods are generally good for different things (Flood 
and Jackson, 1991), and it is the perceived ‘fit’ between purpose and method that is 
important to evaluate: a disjunction may be responsible for an attribution of failure. 

It is important to consider possible hidden agendas as well as explicitly articulated 
purposes. These may significantly affect the trajectory of an intervention (for instance 
through sabotage), and thereby the evaluation of the method used (Ho, 1997). It is also 
useful to look out for mismatches between articulated purposes and ones attributed by 
others (both to individuals and organisations) because mismatches of this kind often 
signal mistrust or conflict that will be relevant to the performance and evaluation of 
methods (Kelly and Van Vlaenderen, 1995). 

Whether or not there is mistrust or conflict, there will often be multiple purposes at play. 
If people come to an intervention with different purposes for engaging, then it is likely 
that different evaluation criteria will be important to them (McAllister, 1999; Murphy-
Berman et al, 2000; Tuler et al, 2005; Rowe and Frewer, 2004; Masozera et al, 2006; 
White, 2006). While Rowe and Frewer (2004) say that an appropriate response is to set 
aside the purposes and preferred criteria of diverse stakeholders in favour of a single 
criterion of ‘acceptability of the method to all parties’, more nuanced findings will be 
generated by evaluating the method against multiple criteria of relevance to different 
stakeholders (Murphy-Berman et al, 2000).  

Note here that the purposes of the practitioner should not be excluded from consideration. 
There may be a good ‘fit’ between stakeholder and practitioner purposes, but there may 
also be disjunctions. An example is when the practitioner is a university researcher and 
brings a pre-defined academic research agenda into the intervention, which may 
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influence how systemic and participative methods are chosen and used. Even when an 
academic practitioner makes a significant effort to be responsive to stakeholders, there 
may still be mistrust stemming from expectations of divergent purposes (Adams and 
McCullough, 2003), and this may affect the evaluation of methods. 

Methods 

Earlier we mentioned that some authors have advocated taking account of the effects of 
stakeholder purposes and context, but they tend to take the nature of the method being 
evaluated for granted. It is important not to do this because different methods make 
different theoretical and methodological assumptions about (amongst other things) 
human relationships, knowledge, and the nature of the situation that is the focus of the 
intervention (e.g., Jackson, 1991; Romm, 1996; Midgley, 2000). In an evaluation, we 
need to be able to account for if and how these assumptions have shaped the unfolding of 
the intervention.  

There may also be elements of methods that people in some cultures (or sub-cultures) 
will find it easier to accept or work with than others. While culture may be conceived as 
an aspect of the context, it may also be reflected in the construction of a method, which is 
why a number of methodologists working outside the Western tradition have sought to 
establish systems and other approaches developed from their own philosophical and 
cultural perspectives (e.g., Smith, 1999; Zhu, 2000; Shen and Midgley, 2007). Becoming 
aware of the cultural norms embodied in a method may be important to understanding its 
effects across cultural contexts.  

The process of application of a method is important as well, not just the method as 
formally constructed. For instance, the same basic method may be enacted in quite 
different ways depending on the preferences and skills of the practitioner and the 
demands of the situation at hand. Compare, for example, two significantly different 
accounts of soft systems methodology (SSM): Checkland and Scholes (1990) discuss 
how the methods from SSM should be utilised in a flexible and iterative manner, while Li 
and Zheng (1995) insert some of the same methods into a ‘general systems 
methodology’. In the latter case, it is clear that the methods of SSM are to be applied in a 
linear sequence. In many contexts, such a significant difference in the process of 
application of the same set of methods is bound to impact upon the way the method is 
perceived. 

Not only can the practitioner’s preferences and approach be important, but also the extent 
of his/her skills and experience may influence whether the use of a method is perceived 
as successful or not. Mingers (1997) describes these as the “intellectual resources” that 
the practitioner brings into an intervention, and it is important to be able to distinguish 
whether problems encountered in the use of a method derive from the limitations of the 
method itself or from the inadequate resources of the practitioner. 

In addition to collecting information about the assumptions embedded in, and the 
application of, the method being evaluated, it is most important to collect data on its 
effects as seen from the perspectives of those exposed to it (usually participants in 
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workshops, but others might be relevant too, depending on the context). This is the crux 
of the evaluation of methods.  

When considering effects, it is useful to distinguish between process and outcome criteria 
for their evaluation (e.g., Chess and Purcell, 1999; Rowe and Frewer, 2004): outcome 
criteria refer to whether, in a particular case, the method facilitated the achievement of 
specific goals (e.g., the production of a plan or the generation of a consensual vision), 
while process criteria refer to the effectiveness of the means by which these goals were 
achieved (e.g., did the method give everyone a chance to speak, allow creative 
exploration or enable a fair evaluation of options?). The difference between process and 
outcome can get a little blurred when an explicit goal of an intervention is, for instance, 
to facilitate participatory engagement. Nevertheless, keeping the distinction explicit helps 
us avoid potentially major mistakes like focusing so much on process that we fail to 
notice that people’s purposes for the intervention have not been achieved, or focusing so 
much on outcomes that we miss negative effects of the process on participants.  

Outcomes may also be longer term in nature, and these are not always predictable or easy 
to measure (Duignan and Casswell, 1989). Indeed, making a causal link between an 
intervention and an outcome that emerges, say, ten years later is often extremely difficult. 
Long-term follow up studies may be needed if some kinds of outcomes (e.g., those 
concerned with sustainability) are to be properly assessed, and sometimes it’s simply a 
matter of maintaining contact with key individuals.  

The usual means of measuring many process and short-term outcome effects of a method 
(other than through personal reflections by the researcher) is by gathering feedback from 
participants following workshops, often giving them questionnaires to fill in as soon as 
the workshop is complete (e.g., Duram and Brown, 1998; Rowe et al, 2004; Berry et al, 
2006; Sykes and Goodwin, 2007). This is an approach that we have found valuable in our 
own systemic intervention practice, and we have developed a questionnaire with sections 
that are changeable from intervention to intervention to reflect specific local needs. Other 
sections are relatively stable and are used repeatedly across a variety of local intervention 
contexts. Both types of section are useful for locally meaningful evaluations, but the 
latter (stable) sections can also yield data for use in longer-term cross-method 
comparisons. More information about our questionnaire is provided below.  

DEVELOPING AN EVALUATION QUESTIONNAIRE 
Our questionnaire is not the only tool needed for evaluating systemic and participative 
methods (for instance, it cannot capture data on longer term outcomes). Nevertheless, it 
can make a useful contribution by gathering the viewpoints of participants immediately 
after their involvement in a workshop. The questionnaire has the following sections: 

1. A five-point scale for the quantitative assessment of usefulness, plus open questions 
about what people liked and disliked, and what could have been done differently. 
Additional open questions reflecting local contingencies can be added in here if and 
when required. 
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2. Fifteen questions with five-point scales enabling the quantitative evaluation of 
whether certain things have been achieved. Both process and short term outcome 
questions are included here, and this is a set of questions that is not tailored to 
particular interventions (except occasional words where it is necessary to mention 
that the workshop is focused on a water, housing, health, policing, etc., issue). The 
process we went through to derive this set of questions is discussed below. 

3. Thirteen questions, again with five-point scales, addressing potential negative 
attributes of (or things that can go wrong when using) systemic and participative 
methods. Once again this is an unchanging set of questions, and our process for 
deriving them is discussed below.  

4. A set of open ended questions asking people to assess the process from their own 
cultural viewpoints. These questions are usually worded generally so they are 
relevant to multiple cultural perspectives, but specific questions relating to particular 
cultures can be added if required (for example, in New Zealand there often needs to 
be a specific focus on Māori perspectives). 

5. Questions gathering basic demographic data (sex, age, ethnic origin, etc.). 

The Development Process 

Our questionnaire was first developed in the context of a research programme aiming to 
generate and evaluate new participative and systemic methods for use in promoting 
sustainable resource use. This is why the focus is on participative methods and not 
others. We are looking to widen the boundary of our evaluative focus in the next year in 
the context of another project focused on modelling for drugs policy making. 

The adaptable parts of the questionnaire (sections one, four and five above) were 
relatively straight forward to design, although they required some iterative testing to get 
them right. The more difficult task was to produce sections two and three, which needed 
to yield data for meaningful use in both local evaluations and longer term comparisons 
between methods. Because of the latter, the questions had to be reasonably generic. Other 
authors suggest a number of different ways of producing generic evaluation criteria, and 
these have been summarised by Beirerle and Konisky (2000) and Rowe and Frewer 
(2004). A combination of their thinking (plus an addition of our own) suggests that there 
are six distinct approaches: author-generated (resulting from personal experience); 
practice-based (deriving from explicit reflections on case studies); theory-based 
(evaluating according to the expectations one would have if one agreed with a particular 
theory); literature-based (deriving from a review of other authors’ work); expert-based 
(drawing on the views of an advisory panel); and survey-based (finding out from 
potential participants, either through interviews or a mail survey, what their most widely 
held expectations are). Some authors have combined two or more of the above. 

Our own approach started with asking a key question: what do we want to measure? One 
option was to focus only on criteria that one would expect to be meaningful for all 
systemic and participative methods. This is the approach taken by Bjärås et al (1991) and 
Beirerle and Konisky (2000). However, while it is useful to identify ‘common 
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denominators’ and assess methods against these, this does not help in evaluating the 
unique attributes of methods that might make them complementary rather than 
competing. To evaluate these, it is important to look at the set of possible common and 
divergent attributes that a range of systemic and participative methods might exhibit. 

We therefore set out to identify a number of methodologies and methods that could fairly 
represent the diversity of participative systems approaches. We established a panel of six 
internationally known writers on systemic problem structuring, all of whom suggested 
candidate methods. We ended up with six participative systems approaches that all 
claimed to do different things. We then reviewed the literature on these, drawing out a set 
of attributes that could form the basis for questions to be asked of participants in 
workshops. We also asked the international panel to suggest their own evaluation criteria, 
and we added in a couple that were not apparent from the literature review but, in our 
experience, were important. This list was then sent back to the panel for peer review, 
resulting in some amendments. We ended up with a set of questions for field testing. 

It is generally accepted that a questionnaire to be employed in an experimental context 
should be tested for validity (does it measure what we think it does?) and reliability (does 
it give consistent results?). However, for an evaluation questionnaire to be employed in 
the field outside the context of experimental studies, usability is just as important, if not 
more so (Rowe and Frewer, 2004). Usability means asking whether people are actually 
prepared to complete the questionnaire and do so in a sensible manner. Rowe and Frewer 
(2004) note that, because compromises have to be made in questionnaire design to ensure 
usability (e.g., the questions need to be answerable in five to ten minutes at the end of a 
gruelling day), usability is often inversely related to validity and reliability (both of 
which are enhanced by the generation of more rather than less data). This may be the case 
but, as Rowe et al (2005) say, there is no point even beginning to consider validity and 
reliability if the instrument cannot be used in the first place. 

To check for usability, we field tested the questionnaire in five different interventions, 
each time making small amendments in response to issues thrown up by the way people 
approached the questions: 

• Facilitating consultation with land owners and community interest groups as part of a 
feasibility study for the construction of a new water storage dam (Winstanley et al, 
2005). 

• Working with an Australian NGO and its stakeholders in exploring policy options to 
address the public injecting of illicit drugs (Midgley et al, 2005); 

• Facilitating workshops with the police and other stakeholders in the criminal justice 
system to look at ethical issues associated with anticipated future developments of 
forensic DNA technologies (Baker et al, 2006); 

• Reviewing the process used by the New Zealand Ministry of Research, Science and 
Technology to develop ‘roadmaps’ for long-term investments in environment, energy, 
biotechnology and nanotechnology research (Baker and Midgley, 2007); and 
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• Developing a new collaborative evaluation approach in partnership with regional 
council staff responsible for facilitating community engagement in sustainability 
initiatives (Hepi et al, 2007). 

We also tested the questionnaire on interventions undertaken by people other than 
ourselves: a public meeting and a stakeholder forum convened in two different areas of 
New Zealand to discuss water shortages. 

Following observations of participants completing the first version of the questionnaire, it 
was judged to be over-long. We shortened it, but then in later iterations found that there 
was a need to add in new questions. We ended up finding a compromise between 
comprehensiveness and brevity. On our first iteration of field testing, we also undertook a 
basic analysis to check that there were no counter-intuitive answers (which might suggest 
the misinterpretation of a question); that there was no tendency for people to tick the 
same point on all the scales (indicating boredom or a lack of comprehension); and that 
similar questions generated similar answers. All these checks proved satisfactory. Having 
undertaken this series of field tests, we are now reasonably confident of the usability of 
our questionnaire. 

Interpreting Data Generated through Use of the Questionnaire 

Before closing this discussion of our questionnaire, it is important to note that the data 
generated through it within the context of a particular systemic intervention always has to 
be interpreted in relation to the other aspects of our framework (context, purposes and 
practitioner skills and preferences). Failure to undertake analyses of these aspects could 
result in attributions to the method of results that might have had other origins.  

However, in making longer term comparisons of methods using data from multiple case 
studies, we make the assumption that the more case studies are included, the more likely 
it is that the effects of particular contexts, purposes, etc., will be evened out. 

STRENGTHS AND LIMITATIONS OF THE EVALUATION FRAMEWORK 
As we see it, this new framework for the evaluation of methods has two significant 
strengths. First, by encouraging the exploration of the context-purposes-method 
relationship in a particular intervention, and by explicitly recognising that the practitioner 
becomes part of the situation that s/he intervenes in, our framework offers a more 
nuanced (but still reasonably parsimonious) set of concepts and guidelines to work with 
than many others in the literature. Second, it incorporates a questionnaire that can support 
both locally meaningful evaluations and longer-term comparisons between methods, 
thereby giving us the potential to move beyond the either/or debate that has characterised 
the literature in recent years. 

Nevertheless, it is important to clarify some of the framework’s limitations. In our view, 
the first two of these are more or less inevitable, and have to be managed as part of the 
evaluation process, while the final four indicate the need for further research. Only the 
first limitation concerns our framework as a whole: the rest relate solely to the use of the 
questionnaire for longer-term comparisons between methods. 
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Within the context of a specific use of a method in a single intervention, there is scope 
for the practitioner to avoid unwelcome conclusions, for example by exaggerating the 
effect of an aspect of context that was outside his or her control, thereby missing 
shortfalls in either the method or his or her own skill set. To help manage this, three 
methodological devices have been built into our framework to bring evidence of bad 
news to the attention of evaluators, making avoidance more difficult than it might be if 
the evaluators were basing their conclusions on personal reflections alone. First, the use 
of a questionnaire ensures that participant voices are available. In particular, the answers 
to the open ended questions are likely to include the participants’ own theories about 
shortcomings. Second, by offering guidelines for exploring the context that draw upon 
multiple paradigmatic perspectives, the risk of ‘paradigm blindness’ (interpreting the 
context in the same paradigmatic terms as the method, thereby missing insights that 
would be apparent from other perspectives) is minimised (also see Romm, 1996). Third, 
by explicitly focusing attention on the practitioner’s identity, purposes, skills and 
preferences, the framework confronts evaluators with some of the questions that they are 
most likely to want to avoid. If desired, and if feasible, practitioners can go one step 
further to minimise avoidance by including participants on the evaluation team 
(preferably ones that are themselves open to the possibility of receiving bad news).  

The second limitation we are aware of, applying to longer term comparisons of methods 
using the questionnaire, comes from the observation that there is a strong movement 
advocating methodological pluralism or ‘multi-methodology’ (e.g., Flood and Jackson, 
1991; Jackson, 1991; Flood and Romm, 1996; Mingers and Gill, 1997; Midgley, 2000). 
At its most flexible, a pluralist practice may involve the integration of several previously 
distinct methods into a new whole, perhaps also incorporating the design of novel 
elements (Midgley, 2000). It will be much easier to compare standard sets of methods 
(e.g., those associated with discrete systems methodologies) than it will be to compare 
hybrid approaches that have not been widely applied. The irony here is that the more 
flexible and responsive that systems practice becomes, the more difficult it will be to 
evaluate methods over the longer term in a manner that can control for contextual effects. 
We certainly would not want to see our desire for improved evaluations of methods to 
result in the stultification of pluralist practice. Rather, we suggest that it may be wiser to 
accept that this limitation will restrict what can be asked of longer term comparisons 
between methods, but it will not make them redundant. It will still be possible to compare 
the sets of methods associated with well known and widely applied methodologies, 
giving us evidence of their strengths and weaknesses in relation to the set of attributes 
that a representative range of methods possesses. It will also be possible to compare 
pluralist practice in general with the use of particular discrete approaches. Finally, some 
hybrid approaches, if applied in several applications (we suggest ten as a minimum), can 
also be compared with other sets of methods. There are a number of relatively popular 
hybrids in the literature that will no doubt qualify for evaluation. When comparisons 
between hybrids using the questionnaire data look like they will be unreliable because the 
sample size is too small, it should nevertheless still be possible to facilitate cross-case 
study learning, where possible bringing together two or more research teams to reflect on 
their practice using our framework (Figure 1). 



Evaluating Systemic Methods 

15 

The third limitation is that we have not yet tested the questionnaire for validity and 
reliability. Rowe et al (2005) discuss the substantial difficulties in doing this in the field 
because participants are often reluctant to fill in two or more questionnaires asking 
similar things (the usual approach to testing for validity being to compare with another 
questionnaire constructed for similar purposes). Indeed, in this case, testing for validity 
will be difficult because there are only a couple of published instruments (e.g., 
Halvorsen, 2001), and they are geared to evaluating forms of public participation other 
than systemic problem structuring methods. Also, checking reliability is even more 
troublesome than a validity test because it involves getting participants to fill in the same 
questionnaire on two separate occasions. Generally speaking, the practitioner only has 
access to participants on the day of a workshop. Our intention is to do some validity and 
reliability testing in due course when a good comparative instrument can be identified 
and the testing can be added to an intervention without difficulty. 

The fourth limitation we have identified concerns the inability of standard metrics, such 
as those to be found in sections two and three of our questionnaire, to pick up novelty: 
they can only evaluate against already established criteria. This is arguably one of the 
most significant limitations in terms of conducting longer-term research based on 
multiple case studies: it appears that, after around twenty years of relative stability in the 
number of systemic and participative problem structuring methods that are widely used in 
practice, a new generation of practitioners is now producing new methodologies and 
methods (Shaw et al, 2006; Franco et al, 2007), and it is important that the questionnaire 
does not go out of date. Our solution to this problem, which will need to be enacted as 
part of a longer term international research program, will be to undertake a review of the 
questionnaire after a set period of data collection. This period will need to be long 
enough to allow sufficient data to be gathered on the application of well established 
approaches. Periodic reviews of the questionnaire followed by new data collection should 
enable a balance to be struck between stability (to facilitate robust comparisons) and 
change (to keep the longer term comparisons open to novelty). 

The fifth limitation is that our questionnaire does not currently allow the comparison of 
participative and non-participative methods. Although our intention is to extend our 
research to include the latter, it may not be feasible to integrate questions about both 
participative and non-participative approaches into a single instrument. Our field testing 
suggests that we have already hit the upper limit for the number of questions people are 
willing to answer, so feasibility would depend on reducing the number of questions about 
participative methods in order to allow others to be included. 

The sixth and final limitation we face is that no one group of practitioners will be able to 
collect sufficient data on its own to enable the robust, longer term comparison of 
methods. International collaboration will therefore be essential, as will a central resource 
for data collection and analysis. This means securing funding for the central resource; 
seeking agreement between collaborators on the data to be collected; and ensuring 
commitment to use of the agreed instrument. We believe that we have made a reasonable 
start in moving towards an international collaboration by developing a questionnaire that 
seeks to identify the complementary strengths of different methods rather than evaluating 
them against a small number of common denominators (which would set up a 
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competitive environment). Nevertheless, it will probably be wise to once again review 
our instrument at the start of new research to ensure collaborators’ confidence in it.  

CONCLUSION 
In this paper we have offered a new framework for evaluating systemic and participative 
methods, focusing on the context-purposes-method relationship. This framework can be 
used in an action research mode, and it asks practitioners to view themselves as active 
contributors to the success or failure of a method-in-context. We have also reported on 
the development of a questionnaire to gather data from participants that can be of use in 
reflecting on the strengths and weaknesses of methods. The same data may be useful for 
both evaluations of methods in single case studies and longer term comparisons between 
methods using information from multiple cases. However, undertaking longer term 
comparisons will require a new, international research program. We would like to end by 
calling for collaborators. If we can gather together an international group of systems 
practitioners who want to enhance the evaluation of methods through both single case 
studies and longer term cross-method comparisons, then we will be in a good position to 
apply for funding for a central resource to co-ordinate our efforts. Please contact Gerald 
Midgley < gerald.midgley@esr.cri.nz > to discuss possibilities. 
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